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Abstract 
In many text mining applications, such as Scientific Research 

Publication data, Internet Movie Database, etc. as meta- 

information or side-information is linked with the text documents 

collection. It is observed that, such attributes may contain a 

tremendous amount of information for clustering purposes. 

However, the relative importance of this side-information may be 

difficult to estimate, especially when some of the information is 

noisy. Additionally, it can be risky to incorporate side- 

information into the mining process, because it can either 

improve the quality of the representation for the mining process, 

or can add noise to the process. Therefore, this paper explores 

way to perform the mining process, so as to maximize the 

advantages from using this side information in text mining 

applications with the use of COntent and Auxiliary attribute 

based TExt clustering Algorithm (COATES) approach which 

combines classical partitioning algorithms with probabilistic 

models in order to create an effective clustering approach along 

with its extension to the classification problem 

Keywords: Mining; Clustering; Classification; Text 

Mining. 

1. Introduction 

In numerous content mining applications, for example, 

Scientific Research Publication information, Internet 

Movie Database, and so on as meta- data or side-data is 

connected with the content records gathering. This side-

data may be accessible in different structures, for example, 

archive provenance data, the connections in the record to 

perform route, client access rights and conduct from web 

logs, and other non-text based characteristics which are 

inserted into the content report which are distributed with 

reports. It is watched that, such properties may contain a 

colossal measure of data for grouping purposes. Then 

again, the relative essentialness of this side-data may be 

hard to gauge, particularly when a portion of the data is 

loud. Furthermore, it can be hazardous to join side-data 

into the mining procedure, on the grounds that it can either 

enhance the nature of the representation for the mining 

process, or can add commotion to the methodology. 

Thusly, we proposed a methodical approach to perform the 

mining process, in order to augment the points of interest  

 

from utilizing this side data as a part of content mining 

applications. In this proposed venture, there is plan to 

utilize COATES (Content and Auxiliary trait based Text 

grouping Algorithm) approach which consolidates 

traditional apportioning calculations with probabilistic 

models keeping in mind the end goal to make a powerful 

bunching approach alongside its expansion to the order 

issue. The current COATES methodology is focused 

around utilization of directed K-means Clustering 

Algorithm alongside Gini Index Computation and 

subsequently, in proposed task, we will use the Improved 

K-Means Clustering Algorithm to watch the execution of 

the proposed framework against standard dataset like Cora 

(Scientific Publication in Computer Science Domain), 

IMDB (Internet Movie Data Base), and so on. 

2. Related Work 

 The issue of content bunching has been considered 

broadly by the database group as depicted in [1]. The real 

center of this work was found on adaptable bunching of 

multidimensional information of diverse sorts. The issue of 

grouping has additionally been mulled over broadly in the 

connection of content information. An overview of content 

bunching is completed and discovered a standout amongst 

the most extraordinary procedures for content grouping is 

the disperse accumulate system, which utilizes a mix of 

agglomerative and divided grouping. Other related systems 

for content grouping which utilize comparative routines are 

distinguished. Co-bunching strategies for content 

information are proposed in existing examination field. 

Additionally, an Expectation Maximization (EM) system 

for content grouping has been proposed in prior 

exploration work. Grid factorization systems for content 

grouping are contemplated and this procedure chooses 

words from the archive focused around their significance 

to the bunching process, and uses an iterative EM 

technique to refine the bunches. A nearly related region is 

that of point displaying, occasion following, and content 
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classification. In this setting, a technique for point driven 

grouping for content information has been proposed. And 

in addition numerous systems for content grouping in the 

connection of catchphrase extraction are considered. 

Indeed, quantities of useful apparatuses for content 

bunching are additionally accessible in late research work. 

The issue of content grouping has likewise been 

concentrated on in connection of versatility. Then again, 

these routines are intended for the instance of 

unadulterated content information, and don't work for 

cases in which the content information is joined with 

different manifestations of information. Some constrained 

work has been carried out on bunching content in the 

connection of system based linkage data; however this 

work is not relevant to the instance of general Meta data 

characteristics. 

3. Objective set 

General Objective of this system is  

• To Implement Data Clustering with Meta 

Information based on COATES Approach.  

Further, this main objective can be further classified into 

sub-objectives like 

• To optimize side information use in text mining 

applications. 

• To combine classical partitioning algorithms with 

probabilistic models in order to create an 

effective clustering approach. 

• To utilize the Improved K-Means Clustering 

Algorithm to observe the performance of the 

proposed system. 

4. System Model 

The overall proposed system architecture, breakdown 
structure and mathematical modeling details are covered in 
this section. 

4.1 System Architecture 

The following Fig.1 shows the system architecture for the 

proposed dissertation work based on introduced 

dissertation idea in introduction Section. The breakdown 

structure mainly focuses on following modules and their 

details are explained in subsequent section. 

4.2 Break Down Structure 

1. Module 1: Data Collection 

2. Module 2: Data Preprocessing 

3. Module 3: Application of COATES Approach 

4. Module 4: Extension to Classification 

5. Module 5: Performance Evaluation 

The details of each module are introduced in the 
following section. 

Module 1: Data Collection  

It will be used to collect the input data required for the 
further processing. It will be possible to generate either 
Synthetic or to collect standard data set for the proposed 
system.  

Module 2:  Data Pre-processing  

It will be applied to get preprocessed data for further 
system execution based on Data Preprocessing 
Techniques available in Data Mining. Common 
Techniques used in data preprocessing are Data 
Cleaning, Data Integration, Data Transformation, Data 
Reduction and Data Discretization which are explained 
in short in below section. 

  

Data Preprocessing 

Data Collection 

(Synthetic or From Collected Standard 

Data Set) 

Apply COATES Approach 

 1. without Meta Information 

2. with Meta Information 

Performance Evaluation 

 

Way1 Apply Extension to Classification 

• Feature Selection 

• Initialization (With Supervised K-Means 

Algorithm) 

• 3. Cluster-Training Model Construction 

Way2 Apply Extension to Classification 

• Feature Selection 

• Initialization (With Improved K-Means 

Algorithm) 

•  Cluster-Training Model Construction 

C 

Clusters (C) Clusters (C) 

 

Fig.1.System Architecture 

Data cleaning 

It is done with the help of fill in missing values, smooth 
noisy data, identify or remove outliers, and resolve 
inconsistencies in the input data. 

Data integration 

It is performed using multiple databases, data cubes, or 
files. 

Data transformation 

It does normalization and aggregation of the input data. 

Data reduction 
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It is used for reducing the volume but producing the 
same or similar analytical results. 

Data discretization 

It is part of data reduction and replaces numerical 
attributes with nominal ones. 

Module 3:  Application of COATES Approach  

It will give the clusters for the input data with the 
possible sub modules application like Without Meta 
Information and With Meta Information for the 
Provided Input Data Document Collection. 

Module 4: Extension to Classification  

It contains two ways for refinement of Clusters i.e. use 
of Supervised K-Means Clustering Algorithm in initial 
case and with use of Improved K-Means Clustering 
Algorithm in later Case.  

Module 5: Performance Evaluation  

This module will help to evaluate performance of 
proposed system including use of COATES Approach, 
Extension to Classification with Supervised K-Means 
Clustering Algorithm and with Improved K-Means 
Clustering Algorithm based on evaluation parameters 
like Cluster Purity, Effectiveness, Efficiency, etc.  

5. Mathematical Modeling 

When solving problems we have to decide the difficulty 

level of our problem. There are three types of classes 

provided for that. These are as follows: 

1) P Class 

2) NP-hard Class 

3) NP-Complete Class 

P Class Problems 

Informally, the class P is the class of decision problems 

solvable by some algorithm within a number of steps 

bounded by some fixed polynomial in the length of the 

input. Turing was not concerned with the efficiency of his 

machines, but rather his concern was whether they can 

simulate arbitrary algorithms given sufficient time. 

However it turns out Turing machines can generally 

simulate more efficient computer models (for example 

machines equipped with many tapes or an unbounded 

random access memory) by at most squaring or cubing the 

computation time. Thus P is a robust class and has 

equivalent definitions over a large class of computer 

models. Here we follow standard practice and define the 

class P in terms of Turing machines. 

NP-hard Problems 

A problem is NP-hard if solving it in polynomial time 

would make it possible to solve all problems in class NP in 

polynomial time. Some NP-hard problems are also in NP 

(these are called "NP-complete"), some are not. If you 

could reduce an NP problem to an NP-hard problem and 

then solve it in polynomial time, you could solve all NP 

problems. Also, there are decision problems in NP-hard 

but are not NP-complete, such as the infamous halting 

problem 

NP-complete Problems 

A decision problem L is NP-complete if it is in the set of 

NP problems so that any given solution to the decision 

problem can be verified in polynomial time, and also in the 

set of NP-hard problems so that any NP problem can be 

converted into L by a transformation of the inputs in 

polynomial time. 

 The complexity class NP-complete is the set of problems 

that are the hardest problems in NP, in the sense that they 

are the ones most likely not to be in P. If you can find a 

way to solve an NP-complete problem quickly, then you 

can use that algorithm to solve all NP problems quickly. 

Summary 

After doing the study and analysis of various types of 

problems, It is found that topic entitled as “Implementation 

of Data Clustering with Meta Information based on 

COATES Approach” is of P-Class because: 

1. Problem can be solved in polynomial time. 

2. It takes fixed input and produces fixed output. 

Let S be the system, then it can be presented as  

S = {I, P, R, O} ------------------------------------------------ (1) 

Where,  

I represent the input dataset which gives the details about 

inputs to the proposed system,  

P represents the set of functions in the form of processes 

that are applied on Input dataset, 

R represent the constraints or rules applied during any 

process computation, and  

O represents the set of final outputs of the proposed 

system. 

Now, input for this system is considered as document 

collection input along with or without Meta Information. 

Therefore, the input set I represented as  

I= {I1, I2} -------------------------------------------------------(2) 

Where, I1 is Document Collection with Meta Information; 

I2 is Document Collection without Meta Information 

Processes  

These are the functions of the system to represent the 

complete flow of execution from initial process to final 

step of execution. Each process does certain task as part of 

system computation. For this system, the main processes 

are described below: 

P1 is Data Collection 
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P2 is Data Preprocessing 

P3 is Application of COATES Approach 

P4 is Extension to Classification 

P5 is Performance Evaluation. Therefore, the set P is 

represented as: 

P= {P1,P2,P3,P4,P5}---------------------------------------(5) 

 

Outputs are the final outcomes of the system. Generally, 

this set represents only the final expected outcomes and 

does not provide the intermediate outcome details. The 

output set O can be written as   

O= {O1, O2, O3} -------------------------------------------- (4) 

Where, O1 represents Clusters with COATES Approach; 

O2 represents Clusters from Supervised K-Means 

Clustering as Extension to Classification; O3 represents 

Clusters from Enhanced  K-Means Clustering as Extension 

to Classification  

The mapping of proposed system input, process and output 

set can be represented with the help of Venn diagram as 

shown in Fig.2.For the proposed system, to bring out 

completeness in the model presentation; the process state 

diagram is shown in Fig.3. 
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Fig.2.Input, Process and Output Mapping 
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Fig.3. Process State Diagram 

Time Complexity 

The entire system time complexity includes the time 

computation required for each module of the system. 

Therefore, the time complexity of this proposed system is 

sum of each module time complexity. 

6. Result Analysis 

This section highlights initial module development of the 

proposed system where developed GUI is explained in 

next section and further actual result analysis for this 

module are outlined in later part. 

The development environment is selected for the proposed 
system development is Operating System: Windows XP 
and Above with Front-End: C#.NET and Back- End: MY 
SQL SERVER 2005 on single computer system with 
minimum 1GB RAM and enough storage space. 

 

6.1 Provided User Interface 

 

Fig.4. shows the initial window developed to input the data 

contents for the proposed system. As stated earlier, with 

the help of provided provision as shown in Fig.4, user can 

upload standard dataset contents as well as synthetic data 

contents by browsing the desired storage location on the 

terminal. For this proposed system, the loaded data is 

considered as standard dataset and it is loaded into the 

system as shown in Fig.5. 

Once, the original data contents are loaded, it cannot be 

used as it is in further computation and hence, required 

data preprocessing, so the system provides preprocessing 

facility as shown in Fig.6, where, by clicking on preprocess 

data tab, it is possible to get compatible form of data for 

next computation. The details of this step execution are 

given in Fig.7. 

 
Fig.4. Selection of Dataset Contents 
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Fig. 5. Preprocessing Provision for Selected Dataset    

 

After getting compatible form of data, to form the clusters, 

it is necessary to calculate the TF-IDF values for each 

input data based on words in each input data. Fig.8, shows 

the provision provided in implemented module of the 

proposed system to do this operation 

 

7. Experimental Result Analysis 

Data Set Used  

To test the effectiveness of developed module, Cora data 

set is used as standard dataset for system evaluation. The 

details of this dataset are given in following section. 

Cora Data Set: The Cora data set1 contains 19,396 

scientific publications in the computer science domain. 

Cora data set is classified into a topic hierarchy. On the 

leaf level, there are 73 classes in total. We used the second 

level labels in the topic hierarchy, and there are 10 class 

labels, which are Information Retrieval, Databases, 

Artificial Intelligence, Encryption and Compression, 

Operating Systems, Networking, Hardware and 

Architecture, Data Structures Algorithms and Theory, 

Programming and Human Computer Interaction. We 

further obtained two types of side information from the 

data set: citation and authorship. These were used as 

separate attributes in order to assist in the clustering 

process. There are 75,021 citation and 24,961 authors. One 

paper has 2.58 authors in average, and there are 50,080 

paper-author pairs in total. 

Results of Implemented Module 

Following Fig.9 shows the original contents of Cora 

dataset before preprocessing module execution. It contains 

data contents with markup tags like </title>, </year>, etc. 

So, it is required to be cleaned and tag-free data contents to 

form hierarchy and clustering of original data contents. 

Therefore, to get compatible and cleaned data for 

processing, data preprocessing module is applied and 

result of implemented module execution is displayed in 

Fig.10 for Cora data set contents. 

 
Fig.7. Cora Dataset Contents before Preprocessing 

 

To get exact clusters of input side information data 

contents, at initial level, TF-IDF calculation is required. 

So, based on provided provision in implemented module of 

TF-IDF computation, results are obtained as shown in 

Fig.9. 

 

 
Fig.9. Cora Dataset contents After Preprocessing 

 

 
Fig.6. TF-IDF Calculation for Input Cora Dataset File                                             

  

 
Fig.7. Generation of clusters using COATES Approach 

 

 

 



IJREAT International Journal of Research in Engineering & Advanced Technology, Volume 3, Issue 3, June-July, 2015 
ISSN: 2320 – 8791 (Impact Factor: 2.317)    

www.ijreat.org 

www.ijreat.org 
                                      Published by: PIONEER RESEARCH & DEVELOPMENT GROUP (www.prdg.org)                           142 

 

 
Fig.8. Cluster in connected graph format 

 

 
Fig.9. Cluster generation in Directed graph format 

 
Fig.10.Imroved Kmeans generation of clusters 

8. Conclusion 

 

With the drawbacks of COATES approach in data 
clustering with side information the Improved Kmeans 
algorithm have proved to be the efficient process for 
generation of clustering and with successful test results and 
time consuming algorithm for generation clusters with side 
information.  
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